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ABSTRACT Emotions are caused by a human brain reaction to objective events. The purpose of this study is
to investigate emotion identification by machine learning using electroencephalography (EEG) data. Current
research in EEG-based emotion recognition faces significant challenges due to the high-dimensionality and
variability of EEG signals, which complicate accurate classification. Traditional methods often struggle to
extract relevant features from noisy and high-dimensional data, and they typically fail to capture the complex
temporal dependencies within EEG signals. Recent progress in machine learning by deep neural networks
has opened up opportunities to develop methods highly efficient and practicable as to serve useful real-world
applications. The purpose of this study is to investigate a novel end-to-end deep learning method of emotion
recognition using EEG data, which prefaces a combination of two-dimensional (2D) convolutional network
(CNN) and Long short-term memory network (LSTM) by an autoencoder. The autoencoder layers seek a
lower dimensionality encoding for optimal input signal reconstruction, and the 2D CNN/LSTM combination
layers capture both spatial and temporal features that best describe the emotion classes present in the data.
Experiments in four-category classification of emotions, using the public and freely available DEAP dataset,
revealed that the method reached superior performance: 90.04% for the “arousal” category, 89.97% for
“valence”, 87.73% for ‘“dominance,” and 90.84% for liking”’, as measured by the accuracy metric.

INDEX TERMS EEG signal, emotion recognition, auto-encoder, LSTM, CNN.

I. INTRODUCTION

This Emotions often occur in human interaction, conditioning
subsequent behaviours and actions. As such, the ability of
computers to recognize emotions can serve human-computer
interaction (HCI) by providing subsequent other functions
with information to guide processing for improved conclu-
sions. This has strongly motivated recent research in HCI
using emotion recognition, often referred to as affective
computing, which seeks outcomes conditioned on subjects
emotional states. As an essential component of affective
computing, emotion recognition has, therefore, attracted
great interest in research, and applications as well [1].
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This study investigates emotion recognition using elec-
troencephalography (EEG) data, which records brain tem-
poral electrical activity via electrodes positioned on the
scalp. Visual examination of these records by experts is
not practicable in most applications, including emotion
recognition, because it is obviously substantially tedious and
time consuming [2], [3]. There have been several studies
of EEG-based pattern recognition, for epileptic seizure
detection, and prediction, for instance [4], [S], [6]. Such
tasks are confronted with the high variability and high
dimensionality of the EEG recorded signals [7], have been
effectively resolved by deep neural networks [6].

To address these challenges, deep neural networks [8] have
proven effective in learning relevant features from raw EEG
data and characterizing the EEG pattern classes of interest,
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and can do so in the face of high data dimensionally and high
variability. Studies like [9] and [10] highlight the versatility
of neural networks, further supporting their use in this study
for EEG-based emotion recognition.

Consequently, this property can be determinant in success-
ful emotion recognition from EEG data, and in establishing
an explicit correspondence between EEG features and the
emotions they characterize [11].

Effective emotion recognition using deep neural networks
provides valuable insights into the fundamental mechanisms
of emotive computing, showcasing their potential in support-
ing potent and useful applications [12].

Convolutional networks (CNN) are commonly used in
deep machine learning [13]. They have been used as
effective solvers in a variety of biomedical data classification
problems, including EEG-based emotion recognition [11].
From a broad perpective, their popularity can be attributed
to their exceptional results in several useful applications, and
to their simple conceptual interpretation as networks of suc-
cessive signal filtering layers. However, conceived primarily
for images, this filtering layer design does not naturally
accommodate time series data, such as EEG data of interest
in this study. Long short-term memory networks (LSTM)
[14] are recurrent neural networks (RNN) [15], [16] which
correct this shortcoming by learning time dependencies to
determine temporal features which can be crucial in time
series prediction problems, such as EEG data classification.
Further improvements have been obtained by CNN/LSTM
network combination to emphasize spatial/temporal feature
learning [1]

While CNN-LSTM architectures have demonstrated their
efficacy in combining spatial and temporal feature learning,
challenges persist in handling the high dimensionality and
variability of EEG data. This motivates the integration
of additional processing layers to further enhance feature
extraction and classification accuracy.

This study introduces a novel framework that integrates an
autoencoder layer for dimensionality reduction and relevant
feature presentation, 2D convolutional layers for enhanced
spatial feature extraction, and an optimized LSTM structure
for capturing temporal dependencies. This combination
addresses key challenges such as high dimensionality and
variability in EEG signals, providing a robust solution for
emotion recognition. The autoencoder layers are specifically
designed to reduce dimensionality while retaining the most
relevant features of the input signal, effectively addressing
the variability and complexity inherent in EEG data. This
step is particularly crucial for EEG signals, which are
inherently noisy and high-dimensional, as it simplifies
the data representation while preserving essential patterns
necessary for accurate emotion recognition. Following this
process, the 2D-CNN layers extract spatial features, and
the LSTM layers capture temporal dependencies, creating a
synergistic framework for spatiotemporal feature learning.
This architecture combines the strengths of dimensionality
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reduction, spatial representation, and temporal modeling to
achieve robust emotion classification performance.

As described in detail subsequently, the proposed method
has been tested on raw data of the DEAP dataset, which con-
sists of EEG signals collected from 32 participants exposed to
40 one-minute videos. The signals have been preprocessed,
and each entry in the dataset (40960%8064) was associated
with four binary labels representing the recent emotion
as “‘arousal,” ‘“‘valence,” ‘“‘dominance,” and “liking.” The
proposed approach demonstrated exceptional performance in
4-category emotion classification, achieving accuracy rates
of 90.04% for “arousal,” 89.97% for ‘“valence,” 87.73%
for ‘“dominance,” and 90.84% for “liking” categories,
underscoring its efficacy in capturing emotional nuances.

By addressing critical challenges such as high dimension-
ality and variability, these contributions advance the state-
of-the-art in EEG-based emotion recognition. The proposed
framework achieves superior classification accuracy, under-
scoring its potential to improve real-world applications in
emotion recognition systems.

The remainder of this paper is organized as follows:
Section II (Related studies) positions this study in the context
of others, Section III (Material and methods) describes the
data, the dataset, the basic deep-learning paradigms used,
and the proposed method in detail. Section IV (Experimental
results) presents the proposed method evaluation, as well
as a discussion of the results. Finally, Section V contains a
conclusion.

Il. RELATED STUDIES

Existing EEG analysis methods for emotion recognition
can be categorized into either shallow or deep learning
approaches, both of which may involve signal preprocessing
and feature extraction techniques.

Feature extraction is, of course at the heart of pattern
classification. From a broad perspective, one can distinguish
three categories of pattern features, namely, time domain
characteristics, frequency domain, and joint time and fre-
quency domain. For EEG data analysis, time domain features
have targeted the signal temporal variation information, such
as higher-order crossing [2]. Frequency domain features have
been sought to characterize the EEG signal by its frequency
contents, for instance using the Fast Fourier transform (FFT)
[3], [11]. Along this vein of description, the Short-time
Fourier transform (STFT) is often used to determine features
which capture the signal temporal variation information [12].
The wavelet transform has been an alternative to the
Fourier transform to allow better spatial localization of the
information [14], [15], [23], [25].

A variety of emotion descriptive features have been con-
structed from spatial or frequency information, for instance
based on differential entropy (DE) [17], fractal representation
[18], power spectral density (PSD) [19], Deep forests [20],
empirical mode decomposition (EMD) [21], [22] and discrete
wavelet transform [23], [25]".
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Classification is just as important as feature extraction.
Generally, deep neural networks are distinguished from
other classifiers, called shallow classifiers. Several common
shallow classifiers have been considered in EEG-based
emotion classification [26], for instance support vector
machines (SVM), and variants such as the linear SVM [18],
adaptive SVM [27], polynomial SVM [28], and RBF
SVM [29], as well as the K-Nearest Neighbor (KNN) [30],
and fuzzy clustering [31]. The accuracy of shallow classifiers
is usually dependant upon, and sensitive to, the effectiveness
of feature extraction. Deep learning neural networks do
correct this shortcoming of shallow classifiers, by combining
feature extraction and classification in their computational
architecture. Several of such networks have been investigated
for EEG-based emotion recognition [31], [34], [35], [36],
[371, [38], [39], [41]. The evaluation of deep learning net-
works for EEG-based emotion recognition is usually tested
on dedicated datasets such as SEED [32] and DEAP [33].

‘We mention here the main characteristic of the architecture
of these deep neural networks. The study [35] describes
a network, called SincNet, composed of three CNN layers
connected to three DNN neural network layers, with batch
normalization between the layers. In [36], the network
extracts wavelet-based properties as features; it uses an
architecture consisting of an LSTM, followed by fully
connected layers and a prediction layer. This network reached
good performance on the SEED dataset.

The network in [34] combined an SVM with two CNNSs,
LeNet and ResNet, with moderate success on the SEED
database.

Other deep networks architectures for emotion recognition,
which used the DEAP dataset, include [37], which extracts
temporal frequency information by combining CNN and
LSTM layers, with SoftMax prediction, [38] with CNN/DNN
architecture, [39] with LSTM layers and a prediction layer,
[31] with a Stack Auto-Encoder SAE and LSTM-RNN layers,
and [40] with an CNN-LSTM combination.

Recent studies have also explored innovative approaches
for emotion recognition using deep learning. In [51], Topic
and Russo developed an emotion recognition model based
on EEG feature maps through a deep learning network,
achieving significant performance improvements. Another
study by Li et al. [52] proposed a novel ensemble learning
method using multiple objective particle swarm optimization
for subject-independent EEG-based emotion recognition,
demonstrating robustness across different subjects. Addi-
tionally, Akhand et al. [53] enhanced EEG-based emotion
recognition by improving connectivity feature maps, provid-
ing insights into the intricate relationships between different
brain regions during emotional responses.

Evaluation of emotion recognition has generally used
either the SEED or the DEAP database, but most studies
have favoured the DEAP data set because of its relatively
large size. SEED is composed of data collected from
15 participants, featuring EEG data with an average data
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collection duration of approximately 15 minutes, focusing on
negative, neutral, and positive emotions. In contrast, DEAP
is composed of data collected from 32 participants who
watched 40 one-minute music video excerpts, rating arousal,
valence, liking/disliking, dominance, and familiarity. DEAP
also includes physiological signals. While SEED emphasizes
social interactions, DEAP aims to induce emotions through
controlled stimuli, offering a broader range of evaluated
emotions.

Ill. MATERIALS AND METHODS

A. EMOTIONS AND EEG ANALYSIS

Emotions are complex psychological and physiological states
typically associated with feelings of pleasure or displeasure
which cause related action. Emotion are often represented by
the dimensional model [42], and encompass four key dimen-
sions. Valence represents the positivity or negativity of an
emotion, arousal measures its intensity, dominance indicates
the sense of control, and liking reflects personal preference
or enjoyment. These dimensions collectively provide a
comprehensive understanding of the complex psychological
and physiological states associated with emotions. EEG
signals typically vary according to emotions, and studies [43]
have shown explicitly this relationship, so that research has
sought computer-assisted methods to automatically detect
and classify emotions from EEG readings.

EEG data acquisition consists of placing several electrodes
on a subject scalp to measure and record the brain electrical
activity. The electrodes are placed according to the standard
10/20 international electrode placement scheme [44], where
adjacent electrodes are separated by 10% or 20% of the
distance between the front and back of the skull, or between
the left and right of the skull. The EEG signal is recorded
by measuring the voltage difference between a scalp-placed
electrode and a reference electrode (mono-polar record-
ing) or by measuring the voltage difference between two
scalp-placed electrodes (bi-polar recording). The recorded
amplitude of EEG is generally in the interval [10,100] mV
and the frequency in [1,100] Hz. The EEG signal may be
classified into five frequency bands: Delta band [0,4] Hz,
Theta [4,8] Hz, (3) Alpha [8,14] Hz, (4) Beta [14,40] Hz, and
Gamma band [40,100] Hz.

B. DEAP DATASET

Several datasets are available for research in emotion
recognition, such as DEAP (Dataset for Emotion Analysis
using Physiological Signals) [33], SEED (The SJTU Emotion
EEG Dataset) [32], and MAHNOB (The MAHNOB Laughter
Database) [45].

This study uses the DEAP database to carry out experi-
ments due to its larger dataset, coverage of various emotions,
and inclusion of diverse physiological signals. It contains
EEG, and also ECG, EMG, plethysmographs, temperature,
breathing zone, and other physiological signals. It also has
videos of 32 participants watching 40 videos of 1 min
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to stimulate different emotions. The subjects are 16 males
and 16 females, with ages between 19 and 37. They wore
40 electrodes and evaluated their emotional responses to
the 40 videos across four dimensions: valence (indicating
positivity/negativity), arousal (indicating excitement), dom-
inance (indicating control), and liking (indicating their
familiarity). These assessments were made using a scale
from 1 to 9 with the self-assessment manikin [46].

The recorded data has a duration of 63 seconds, with
the initial 3 seconds serving as a pretrial baseline, followed
by 60 seconds of trailing signals. These signals have
undergone preprocessing, including the application of a
band-pass frequency filter and down-sampling to 128 Hz
to enhance data quality. For classification purposes, the
four labels are considered: valence, arousal, dominance and
liking. However, to facilitate a binary classification task,
a threshold is applied to partition the scale. Values greater
than 5 represent positive emotions, while values less than or
equal to 5 signify negative emotions, as outlined in previous
studies [47], [48]. This approach simplifies the classification
process and enables a more focused analysis of emotional
states.

Our method has been tested on raw data of the DEAP
dataset, which was structured into a learning matrix of
40960 entries and 8064 dimensions. Entries are the segments
calculated from 32 participants, each watching 40 videos,
with 32 channels (40960 = 32 * 40 * 32). The dimension of
the dataset is 8064 which represents the entire EEG signal,
such as segments of data points over 63 seconds and 128 Hz
sampling, leading to the processed form of 8064 dimensions
(8064=63*128). We consider all channels from the same EEG
for each subject and video as inputs, since it is uncertain
which channels will best capture the reactions due to the
varying responses from different regions of the brain. Each
entry was associated with four binary labels representing the
emotional states: “‘arousal”, “valence’, ‘“‘dominance” and
“liking”.

This rich dataset offers an extensive range of emotions
and diverse physiological signals, making it an ideal choice
for our experiments. The DEAP dataset has been widely
used in research on emotion recognition to evaluate a variety
of different methods, including traditional and deep neural
classifiers. Overall, the DEAP dataset is a valuable resource
for researchers studying emotion recognition and the use of
physiological signals in emotion research.

C. PROPOSED METHOD
The EEG signals have been denoised and all artifacts were
removed by a low pass filter with cutoff frequency equal
to 50 Hz. The role of this filter is to remove frequencies higher
than 50 Hz, which mainly correspond to noise. The figure 1
represents a filtered EEG channel.

Our emotion recognition model, as illustrated in Figure 2,
leverages the power of deep learning. It consists of two
integral components. Initially, an autoencoder is employed
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FIGURE 1. Filtered EEG channel by the low pass-filter with cutoff
frequency = 50Hz.

to extract salient features from EEG signals. Subsequently,
the classification is done by the hybrid architecture that
seamlessly integrates CNN and LSTM networks. This
combined approach enables the model to effectively decipher
emotions embedded in EEG data.

The framework operates through three main stages, each
addressing specific challenges of EEG data processing:

1) Dimensionality Reduction: The autoencoder processes
the high-dimensional EEG signals to reduce their
complexity while preserving the most relevant features.
This step enhances the efficiency of subsequent layers
by focusing on essential patterns in the data.

2) Spatial Feature Extraction: The 2D convolutional
layers analyze the processed signals to identify critical
spatial patterns. These layers are particularly effective
in capturing local structures crucial for emotion
classification.

3) Temporal Feature Learning: The optimized LSTM
layers focus on capturing temporal dependencies,
allowing the framework to model sequential variations
in the EEG signals that correspond to emotional states.

Each of these stages is explicitly represented in Figure 2,
ensuring a clear and intuitive understanding of the processing
flow.

1) AUTOENCODER FOR FEATURE EXTRACTION

The Auto-Encoder is a potential extractor of spatially local
relevant data features, but it is less efficient to capture
long-term dependence relationships in sequence data, which
can be easily fixed by LSTM [40]. The hybrid models
have shown good performances in signal analysis. Therefore,
AutoEncoder is used to extract features from raw EEG
signals and then these features are the input of the hybrid
network model CNN-LSTM. The Auto-Encoder is used for
feature engineering and the CNN-LSTM network followed
by prediction layers are used for the classification of raw
EEG signals. The architecture of our deep Auto-Encoder
is presented in Figure 3, it consists of an input layer
with 512 dense nodes, fully connected to the first hidden
layer with 256 dense nodes. This is followed by a bottleneck
layer with 64 dense nodes, crucial for compressing the data,
containing 64 dense nodes. This compressed representation,
or latent space, captures the most significant features of the
data. The decoder mirrors the encoder with a hidden layer
of 256 dense nodes and an output layer of 512 dense nodes,
where the reconstructed format of input data is generated.
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FIGURE 2. The proposed architecture auto-encoder+ CNN-LSTM model.

This structure allows for efficient feature extraction by
distilling the essential characteristics of the EEG signals
into a smaller dimensional space, 8064 features per sample
are reduced to a more manageable 512 feature, thereby
facilitating more effective classification in subsequent
steps.

2) CNN-LSTM MODEL FOR EMOTION CLASSIFICATION

Convolutional neuronal networks, CNNs are a deep learning
architectures tailored for processing grid-like data, such
as images or, in your case, EEG feature maps. CNNs
specialize in capturing spatial relationships within data. Their
fundamental components include convolutional layers, which
apply filters or kernels to input data, enabling them to learn
and extract spatial features effectively.== After convolution,
max pooling layers are often applied to downsample feature
maps by selecting the maximum values from local regions.
Dropout layers are employed for regularization, randomly

VOLUME 13, 2025

deactivating a fraction of neurons during training to prevent
overfitting.

Long Short-Term Memory, commonly referred to as
LSTMs, are a specialized type of recurrent neural network
(RNN). They are designed to capture and understand
temporal dependencies within sequential data. LSTMs are
particularly well-suited for tasks involving data that evolves
over time, making them a valuable tool in EEG signal analy-
sis. The core components of LSTM networks include LSTM
cells, which contain various gates (input gate, output gate,
forget gate, and cell gate) that regulate the flow of information
within the network. These gates enable LSTMs to recognize
and remember patterns in data sequences. LSTMs employ a
training technique known as Backpropagation Through Time
(BPTT), which allows them to learn and update their internal
states over time, making them adept at modeling temporal
dynamics.

In our model, the input data, after passing through the
Auto-Encoder, the dimension of the 40960 samples are
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Input data: 512 nodes
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FIGURE 3. The proposed auto-encoder architecture.

reduces each with 64 features. These are then transformed
into feature maps through three convolutional layers. Our
CNN-LSTM network integrates three convolutional layers,
each using different filter sizes: 2D, 2D, and 1D, with 64, 64,
and 32 filters, respectively. These convolutional layers play
distinct roles in capturing spatial features and patterns within
the EEG data.

The network architecture begins with a 2D convolutional
layer, tasked with extracting spatial features from the input
data. Subsequently, max pooling is applied to downsample
the feature maps by selecting the maximum values from local
regions. Dropout is incorporated as a regularization technique
to mitigate overfitting during training.

Following the 2D CNN layer, we introduce a 2D convo-
lutional layer, which further enhances the capture of spatial
features. Max Pooling is again applied to the downsampled
feature maps, and Dropout is employed for regularization.

This structure is then followed by a 1D convolutional layer,
designed for feature extraction from sequences. Max pooling
is again applied to the downsampled feature maps, with
dropout used for regularization. This arrangement enhances
the network’s capability to effectively capture both spatial and
sequential features.

The output from the CNN layers, consisting of sequences
of feature maps, is reshaped into an appropriate format for the
LSTM. This reshaping results in sequences with dimensions
32 features. These sequences are processed by 32 LSTM
units, which play a pivotal role. These LSTM cells specialize
in capturing and comprehending temporal dependencies
within the EEG signals. As EEG data is inherently time-
varying, with emotions evolving over time, LSTMs are
exceptionally well-suited to recognize how emotional states
evolve, making them indispensable for our model’s success
in emotion recognition.

This architectural synergy of CNN and LSTM layers
empowers our model to process information effectively on
two fronts. Firstly, the CNN layers focus on spatial relation-
ships within EEG feature maps, adept at identifying relevant
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patterns and structures. Secondly, LSTM layers handle the
temporal aspect, tracking how emotional states change across
different time points. This combination provides a holistic
approach to understanding emotions in EEG data.

The flexibility of this architecture makes it highly suitable
for tasks where input data exhibits both spatial and temporal
characteristics, as is the case in EEG signal analysis.
It facilitates feature extraction at various scales and levels
of abstraction, thereby enhancing the model’s ability to
recognize emotions accurately. To harness the full potential
of this architecture, meticulous hyperparameter tuning and
customized training procedures tailored to your specific
dataset and task are essential. This ensures that the model
is finely tuned to excel in recognizing emotions from EEG
signals, making it a valuable tool in emotion analysis. Finally,
our network incorporates a fully connected layer followed
by an output layer. These layers are crucial for interpreting
the learned features and producing the final classification
results.

For classification and recognition, our model outputs
results in four emotional dimensions: arousal, valence,
dominance, and liking. To achieve this, we employ a
classification algorithm using the mini-batch gradient opti-
mization technique and a cross-entropy loss function. This
combination allows our model to learn and fine-tune its
parameters efficiently, enhancing its ability to recognize
emotions in EEG data.

In summary, the fusion of CNN and LSTM architectures
proves to be a highly efficient approach for EEG signal
analysis. This synergy enables our model to process both
spatial relationships within EEG feature maps and temporal
relationships across different time points. Furthermore, when
coupled with automated feature extraction methods like
Auto-Encoder, our model can achieve the highest accuracy
in emotion recognition.

Regarding the Rectified Linear Unit (ReLU) activation
function, it serves as a pivotal component in our neural
network layers. ReLU is preferred because it effectively
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activates only the relevant nodes in the network while keeping
others off, making the training process computationally
lighter. This characteristic is crucial, especially when dealing
with large datasets like EEG signals. Moreover, ReLU’s
inherent sparsity in node activation helps reduce parameter
interdependence, which, in turn, improves the model’s ability
to generalize well to unseen data, mitigating overfitting
risks.

IV. EXPERIMENTAL RESULTS

A. EXPERIMENTAL SETUP

The categorical cross-entropy loss function has been effec-
tively utilized in an end-to-end training process for our model:

M
Ly.9) == D yelogBe) (1

(€=0

where M is the number of classes, in our case M is equal to 2
(low or high) and y. is the predicted label, and y, is the true
label.

The deep neural network performs by minimizing the loss
function. The stochastic gradient descent (SGD) optimizer
has been used to train the proposed model with a learning rate
equal to 0.01 and a decay equal to 0.82. The proposed model
is validated using 10-fold cross validation, where the dataset
is divided into 10-folds and each time, a fold is leaved out as
a test data and the remaining folds are used to train the model.
The hyper-parameters that influence the model performance
are optimized and fixed by the grid search approach. Several
optimization techniques have been applied and the SGD has
illustrated the best accuracy. The performance of our model to
classify the four emotions: arousal, valence, dominance and
liking has been evaluated using four indexes: classification
accuracy, precision and recall. Let define:

« Classification accuracy (ACC) is the proportion of
correct predictions made by the classifier. It reads to
the ratio between the number of true positives and true
negatives to the total number of predictions made.

« Precision is the proportion of true positive predictions
among all the positive predictions made. It is the number
of true positives divided by the sum of the true positives
and false positives.

o Recall is the proportion of true positive predictions
among all the actual positive cases. It is the number of
true positives divided by the sum of the true positives
and false negatives.

B. MODEL VALIDATION

The proposed model has been trained on the four dimensions
of the DEAP dataset. Figure 4 illustrates the evolution
of training and validation loss (categorical cross-entropy
loss function) of the classification of arousal emotion.
As is evident in Figure 4, the proposed model reduces the
training/validation loss and the validation loss converges
quickly.

VOLUME 13, 2025

model loss
0.7 ——_frain
validation
06 \
05 \
04 \
03 \
02 N
N
\J\/—\¥\_/7
01 T ——
0 10 20 30 40 S0 60
epoch

FIGURE 4. The evolution of the cross-entropy loss function for model
training and validation to recognize the arousal emotion.
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FIGURE 5. Ablation study: considered architecture where the CNN layers
are removed (Experience 1).

In order to evaluate the performance of our framework on
the four emotional dimensions: arousal, valence, dominance
and liking, two experiments have been conducted for an
ablation study. This helps us to get a complete understanding
of how well the proposed model is able to classify different
emotions and to highlight the impact of each component
of the network. The first experiment aims to illustrate the
positive impact of the AE-LSTM combination, where the
CNN layers are removed. Therefore, the network of the first
experiment is composed of the autoencoder layers combined
with the 32 LSTM units. Then a fully connected layer
and an output layer followed (see Figure 5). The second
ablation experiment includes the CNN-LSTM combination
to compare performance with the complete architecture. (see
Figure 5).

The purpose of the second experiment is to test the
efficiency of autoencoder, and if the combined CNN-LSTM
network achieve the same results without the use of
autoencoder to extract pertinent features. The architecture of
the network is illustrated in Figure 6.

The third experiment tests the efficiency of LSTM by
removing it from the proposed architecture.
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FIGURE 6. Ablation study: considered architecture where the
autoencoder layers are removed (Experience 2).
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FIGURE 7. Ablation study: considered architecture where the LSTM layers
are removed (Experience 3).

Tables 1 illustrates the comparison between the proposed
method for emotion recognition based on EEG signal and the
networks proposed in the conducted experiments (Figure 5,
6 and 8). The comparison illustrates the effectiveness of the
proposed approach against the other networks. The proposed
model was able to detect the four emotions with accuracy
higher than 80%, the best classification accuracy was denoted
by the liking emotion with 90.84% and arousal emotion
90.04%. The valence and dominance emotion recognition
accuracies were 89.97% and 87.73% respectively.

The comparison between the results of all networks
illustrates the importance of using the three components.
The use of AE as feature extraction method applied before
the CNN-LSTM combination improved the results of all
performance measures (ACC, precision and recall), except
for the recall index for the arousal emotion recognition,
a minor degradation can be pointed (0.46%), but it can be
justified by the variation of the 10-folds results (std is smaller
when AE is used).

The impact of the CNN is very remarkable, the CNN
has significantly improved the results of all emotions
recognition with very considerable differences, for instance,
the classification accuracy of the arousal, valence dominance
and liking has been improved by 7.06%, 6.85%, 5.16% and
2.6% respectively.

The LSTM component plays a crucial role in emotion
recognition by capturing temporal dependencies in the EEG
signals. Our ablation study (experiment 3) showed that
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FIGURE 8. Normalized Confusion Matrices for Emotion Recognition:
Arousal, Valence, Dominance, and Liking.

when the LSTM layer was removed, there was a significant
drop in performance across all metrics. Specifically, the
absence of LSTM resulted in lower accuracy and precision
for all emotion categories. This underscores the importance
of LSTM in modeling the sequential nature of EEG data,
allowing the network to better understand the temporal
dynamics associated with different emotional states.

The confusion matrices reveal that the model generally
performs well across the four emotional dimensions. The
normalized values show that the model has high accuracy
in correctly identifying instances of each emotion. The
model recognizes the “Liking” emotion most accurately,
as indicated by the higher diagonal values. On the other hand,
the “Dominance” emotion is recognized with slightly less
accuracy.

C. COMPARISON WITH RELATED WORKS

Table 2 summarizes the results achieved in literature for
emotion recognition it also compares the proposed method
with reported works. The compared methods share the same
conditions as our model, they have been evaluated on the
DEAP dataset with binary classification of the emotions.
In this study, we have applied our model on the four
emotions, whereas the other studies have applied it only on
2 dimensions. Table 2 illustrates the superiority of our model
compared to other studies results. It can recognize the arousal
and valence emotions with accuracies equal to 90.04% and
89.97%. With these results, it exceeds the results presented
on [39] by 4.39%, 2.52% and 2.85% for the recognition of
arousal, valence and liking emotions respectively. To the best
of our knwoledge, the work reported in [39] is considered as
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TABLE 1. Comparison of ablation experiments classification results.

Emotions \ Arousal % Valence % Dominance % Liking %
Evaluation indexes ‘ ACC Precision Recall ‘ ACC Precision Recall ‘ ACC Precision Recall ‘ ACC Precision Recall
Experiment 1: 82.98 79.13 84.09 83.12 80.34 78.51 82.57 73.34 72.34 88.24 88.45 86.19
AE+LSTM +0.21 +0.34 +0.25 +0.08 +0.18 +0.21 +0.62 +0.21 +0.01 +0.68 +0.54 +0.48
Experiment 2: 84.02 8243 84.54 85.67 82.68 78.54 81.34 73.23 72.47 87.98 87.92 87.23
CNN+LSTM +0.67 +0.21 +0.34 +0.01 +0.53 +0.67 +0.53 +0.08 +0.25 +0.07 +0.32 +0.81
Experiment 3: 85.92 82.76 83.72 84.89 81.93 80.81 84.32 72.98 74.67 86.72 85.21 87.83
AE+CNN +0.5 +0.7 +0.32 +0.2 +0.12 +0.38 +0.34 +0.02 +0.43 +0.02 +0.13 +0.23
Proposed model: 90.04 84.34 84.08 89.97 85.23 79.73 87.73 73.34 76.32 90.84 90.02 88.84
AE+CNN+LSTM +0.55 +0.02 +0.07 +0.31 +0.08 +0.07 +0.18 +0.05 +0.25 +0.01 +0.61 +0.53
TABLE 2. Comparison of our auto-encoder+ CNN-LSTM model and previous emotion recognition studies.
Methods | Arousal | Valence | Dominance Liking
[29] 60.72% 62.4% - -
[50] 73.125% 72.1% - -
[38] 73.36% 81.4% - -
[39] 85.65% 87.45% - 87.99%
[40] 81.43% 76.70% - -
[51] 76.30% 76.54% - -
[52] 64.33% 64.25% - -
[47] 92.86% 89.49% - -
[53] 90.01% 90.01% - -
Proposed method 90.04% 89.97% 87.73% 90,84%

the best until now and the only one which applied the same
recognition model on 3 emotion dimensions.

D. DISCUSSION

The proposed emotion recognition model is based on a
combination of different deep-learning layers, which can be
categorized by their role in two components: (1) Autoencoder
for feature extraction from raw EEG signal and (2) classi-
fication component which is a combination of 2D-2D-1D-
CNN and LSTM layers. The proposed method has shown its
efficiency compared to other state-of-the-art methods.

The CNN-SAE-DNN model reported in [47], has achieved
92.86% accuracy for “arousal” and 89.49% for “‘valence”.
While our AE-CNN-LSTM model achieved 90.04% for
“arousal” and 89.97% for ‘‘valence’, the differences in
performance may be due to variations in preprocessing
and windowing techniques. Reference [47] have employed
different filtering and segmentation methods, whereas our
study used raw data with minimal preprocessing. These
methodological differences can significantly influence the
outcomes and highlight the importance of standardized pre-
processing steps for fair comparisons. The proposed method
outperforms previous studies, such as [38], where only LSTM
was used to classify emotions. The latter considers only
temporal dependencies, which may explain why the use
of LSTM layers alone cannot fully recognize emotions.
In contrast, our method combines spatial and temporal feature
extraction through CNN and LSTM layers, providing a more
comprehensive approach to emotion recognition.
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The contribution of each component of our architecture
has been illustrated by an ablation study. The first point
derived from these comparisons is the effectiveness of
the autoencoder for feature extraction has been confirmed
Table 1. This is not a surprising result, because we are dealing
with raw signals, so a feature extraction is a required step in
the learning process.

The second comment regarding Table 2 is the importance
of the CNN layers and how they have significantly improved
the results. In [40], authors have also used a CNN-LSTM
model but they used only a 1D CNN. This supports the
conclusion of [49] about the strength of 2D-CNN when
spatial information is combined with either spectral or
temporal information. The third note concerns the model
generalization on four emotion dimensions. As we applied
the model on the four emotions considered on the DEAP
dataset, it is important to discuss the model generalization.
It is clear that the proposed model outperforms the results of
other studies on all dimensions, but we have noted that the
results obtained on the arousal and liking dimensions were
the most superior. If we refer to the two emotions definitions,
we can find a correlation between these emotions which can
justify the obtained results. In fact, liking is an emotion that
refers to the positive feelings, which is often accompanied
by a desire to interact with the object of our liking. Arousal,
on the other hand, is a physiological response that refers to the
level of activity or excitement in the body. The experience
of positive emotions like liking, involves body excitation,
as evidenced by an increase in heart rate, blood pressure,
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and other physiological responses. However, it is important
to note that liking and arousal are two separate and distinct
emotions, and they can be experienced independently of each
other.

While the proposed framework demonstrates strong per-
formance on the DEAP dataset, future work will focus on
validating its effectiveness on other EEG datasets to further
establish its generalizability. Additionally, evaluating the
framework in real-time applications, such as emotion-aware
systems and adaptive human-computer interaction, rep-
resents an important next step to assess its practical
deployment in dynamic environments. These directions will
build on the solid foundation established by this study
and further enhance the applicability of the proposed
method.

V. CONCLUSION

We proposed in this paper a deep learning based model
for emotion recognition based on EEG signal analysis.
The first component of the model is dedicated to the
decomposition of signals and the extraction of features that
will support the classifier in discriminating four emotions:
arousal, valence, dominance, and liking, which are the labels
of the collected EEG signals composing the DEAP dataset.
A dense autoencoder model has been proposed for this step.
The use of AE has been validated in results section, where
the classifier has been tested with and without it, and the
results have confirmed its efficiency. Then, the extracted
features were injected to a combined CNN-LSTM network
in order to learn and identify patterns in the data that are
indicative of different emotions. The combination of the
2D-CNN and LSTM layers in a single classifier generates
a classification model able to analyze both the spatial and
temporal relationships in the EEG data in order to improve the
recognition accuracy. The comparative results demonstrated
the effectiveness of our method, it achieved classification
accuracies equal to 90.04%, 89.97%, 87.73% and 90.84%for
arousal, valence, dominance and liking emotion recognition.
For future works, we plan the used of the classification model
for developing a real-word emotion recognition framework
which can be used to recognize different psychological
disorders.
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