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Introduction
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Stochastic processes and Markov chains

Definition

A discrete-time Markov process is a sequence X1, X, X3, ... of random
variables with values in some state space S which respects the Markov

property : information useful for the prediction of the future does not
depend on the past.
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Stochastic processes and Markov chains

Definition
A discrete-time Markov process is a sequence X1, X, X3, ... of random
variables with values in some state space S which respects the Markov

property : information useful for the prediction of the future does not
depend on the past.

Example (Coupon collector problem)

Context : A person collects cards of n players from a sports team, which
he finds inside candy bars; in each tablet, there is a 1/n chance of
obtaining the card #n.

Definition : S := {"Having k distinct cards" | k = 0,1,...,n}.
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Transition matrices

A transition matrix, or stochastic matrix, is a matrix

[Py Pip oo Pij -+ Py
Pax Pap o Paj oo Pay

= Pix Pio - Pij - Pin|’
_'Dn,l Pn,2 T PnJ t Pn,n_

where P; ; is the probability of transitioning from state i to state j in a
Markov chain in one time step.
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Transition matrices

A transition matrix, or stochastic matrix, is a matrix

Pi1 P12 Py P1.n

Pr1 Pap P> P2 n
= Pix  Pi2 Pi Pin|’

_'Dn,l Pn,2 T PnJ t Pn,n_

where P; ; is the probability of transitioning from state i to state j in a
Markov chain in one time step.

The probability of going from state i to state j in k steps is given by the
coefficient (i, j) of the matrix P*.
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Coupon collector problem

Part 2
® S :="0 card"; e S3:= "2 distinct cards" ;
® S :="1card"; e S, := "3 distinct card".

The associated transition matrix is :

o O O o
O OWl =
O wihwIn ©
—HwH~O O
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Coupon collector problem

Part 2
® S :="0 card"; e S3:= "2 distinct cards" ;
® S :="1card"; e S, := "3 distinct card".
The associated transition matrix is :
01 0 O]
01 20
P=lg2 1)
0 0 3 3
0 0 0 1]
Hence,
0o L 2 o o L 10 30
R R
p2 — o 3 9], p5 — 243 283 71
0 0 % 9 0 0 243 243
0 0 0 1 0 0 0 1
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Doubly stochastic matrices

Definition

A square matrix is doubly stochastic if :
® nonnegative coefficients;;
® row sums = 1;

® column sums = 1.

The set of doubly stochastic matrices of order n is denoted by €,,.

0.1 0.3 0.6
D = |04 02 04
05 05 0
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Important properties

e Q, is closed under classical matrix multiplication, i.e., D1D; € Q,, if
Di,D;, € Q.
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Important properties

e Q, is closed under classical matrix multiplication, i.e., D1D; € Q,, if
Di,D;, € Q.

e If D€ Q,, De=eand1is an eigenvalue of D.
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Important properties

e Q, is closed under classical matrix multiplication, i.e., D1D; € Q,, if
Di,D;, € Q.

e If D€ Q,, De=eand1is an eigenvalue of D.

o If D € Q,, every eigenvalues of D lie in the unit disk.
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Important cases

The uniform matrix and the circular shift matrix
11 1..-1 010 0
1 11 1.1 0 0 1 0
==z = ¢ ° : & K, = f
111 1..- 1 000 1
11 1..-1 1 00 0
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Important cases

Properties

®IfDecQ, DJy=J,D=Jy;
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Important cases

Properties

®IfDecQ, DJy=J,D=Jy;

0 01 0
0 00 -0
QK,%: ,"‘,K,’,’_lzlmKr’;:Kn
100-.---0
01 0---0
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Main question

e Let (D,) C Q, be such that Dy is the transition matrix of a doubly
stochastic Markov chain at step k.
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Main question

e Let (D,) C Q, be such that Dy is the transition matrix of a doubly
stochastic Markov chain at step k.

Question : What is the long-term behavior of a Markov chain formed from
doubly stochastic matrices, i.e., what can we say about D1D;D5 -+ 7
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Main question & Useful facts
@000

Main question

e Let (D,) C Q, be such that Dy is the transition matrix of a doubly
stochastic Markov chain at step k.

Question : What is the long-term behavior of a Markov chain formed from
doubly stochastic matrices, i.e., what can we say about D;D;D5 -+ 7

Definition

A Markov chain is homogeneous if D, = D for every n > 1. Otherwise, it is
non-homogeneous.

Ludovick Bouthat (Université Laval) Doubly stochastic Markov chains SUMM 2023



Introduction Main question & Useful facts Hom eous d.s. Markov chains Non-homogeneous d.s. Markov chains
o 0000 00 000

Useful facts

Definition
A doubly stochastic matrix is irreducible if its eigenvalue 1 its eigenvalue 1
is simple. It is primitive if its eigenvalue 1 is the only one on the unit circle.

Proposition

For any doubly stochastic matrix D, there exist a permutation matrix P
such that

PYDP = Di@D,@--- @ Dy,

where Dy are irreducible doubly stochastic matrices or smaller order.
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Useful facts

Proposition

If D € Q,, is irreducible and h > 1 denotes the number of unimodular
eigenvalue of D, then there exist a permutation matrix P such that

0 Dy 0 --- O

PDP = L. | = (Di@- @ Dp) (Kn® lyyn)
0 0 0 - Dy
D,b 0 0 ---

where D; € Q,p, for 1 < j < h.
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Useful facts

Corollary

If D € Q,, then there exist a permutation matrix P such that

r

PYDP = @ D; = @ (Di,l SPRRRANY Di,hi) (Khi ® /”i/hi) )
i=1 i=1

where each D; € Qp, is irreducible and each D;; € Q. p,.
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Convergent irreducible d.s. matrices

Let D be an n x n irreducible doubly stochastic matrix. Then D™
converges as m — oo if and only if D is primitive. Moreover, if it
converges, then lim,, oo D™ = J,,.
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Convergent irreducible d.s. matrices

Let D be an n x n irreducible doubly stochastic matrix. Then D™
converges as m — oo if and only if D is primitive. Moreover, if it
converges, then lim,, oo D™ = J,,.

0.1 03 0.6 0.334636 0.334634 0.33073
D= (04 02 04| ~ D®={0.333332 0.333335 0.333332
05 05 0 0.332031 0.332031 0.335938
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Convergent d.s. matrices

For almost all doubly stochastic matrices D, DX — J,, as k — oco.

Ludovick Bouthat (Université Laval) Doubly stochastic Markov chains SUMM 2023



Introduction M question & Useful facts Homogeneous d.s. Markov chains Non-homogeneous d.s. Markov chains
00 0000 080000 000

Convergent d.s. matrices

For almost all doubly stochastic matrices D, DX — J,, as k — oo.

Corollary

Let D be an n x n doubly stochastic matrix and let h be the number of
eigenvalues of unit modulus of D. Let P be a permutation matrix such that

P'DP = Di® Dy & - @ Dy,

where each D; € Q. is irreducible. Then D™ converges as m — oo if and
only if D has precisely h eigenvalues equal to 1. Moreover, if it converges,
then r = h and limpy, 00 D™ = P(Jy, @ Jp, @ -+ & Jp, )P
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Cyclic irreducible d.s. matrices

Theorem

Let D be an n x n irreducible doubly stochastic matrix. Then D is cyclic of
order p if and only if there exists a permutation matrix P such that

0Jyp O --- O

0 0 Jyp--- O
P'DP = Ky®Jpp = | & © 1 o i
0 0 0 - Jyp
Jojp 0 0 - 0

Moreover, p is the number of eigenvalues of D on the unit circle.
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Cyclic d.s. matrices

Theorem

Let D be an n x n doubly stochastic matrix. Then D is cyclic of order p if
and only if there exists a permutation matrix P and positive integers

r,hi ki (1 <i<r)satisfying p=LCM(hy, ha, ..., h,) and

hiki + hoko + - - - + h.k, = n such that

r

PDP = @(K,,j@ka).
j=1

In that case, D has r eigenvalues equal to1l and h=hy + hy +--- + h,
eigenvalues on the unit circle.
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Diverging irreducible d.s. matrices

Theorem

Let D € Q, be an irreducible doubly stochastic matrix, and let P be a
permutation matrix such that

PDP = (®[1D:) (Kn® o)
where h := h(D) and D; € sy (1 <i<h). Then forevery0 <r<h-—1,

D™ T2 PUKY ® Jyyn) P
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Diverging d.s. matrices

Theorem

Let D € Q, be an irreducible doubly stochastic matrix, and let P be a
permutation matrix such that

PDP = (®[1D:) (Kn® o)
where h := h(D) and D; € sy (1 <i<h). Then forevery0 <r<h-—1,

D™ T2 PUKY ® Jyyn) P
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A sufficient result

Question : What can we say about the infinite product D1 D;D, - - - 7
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A sufficient result

Question : What can we say about the infinite product D1 D;D, - - - 7

Let A1, Ay, ... be a sequence of n x n doubly stochastic matrices and let
02(A) be the second largest singular value of A. If
220:1(1 = O'Q(Ak)) = 00, then limm_soo A1Ar - Ay = J.
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A sufficient result

Question : What can we say about the infinite product D1 D;D, - - - 7

Let A1, Ay, ... be a sequence of n x n doubly stochastic matrices and let
02(A) be the second largest singular value of A. If
220:1(1 = O'Q(Ak)) = 00, then limm_soo A1Ar - Ay = J.

Theorem (Schwarz, 1980)

Let A1, Ay, ... be a sequence of n x n doubly stochastic matrices and let
v(A) :==minaj. IfY 77 v(Ak) = oo, then limpy_yoo A1A2 -+ A = J.
i
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Improving a result of Schwarz

e nv(D) <1—05(D) for any D € Q,,.
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Improving a result of Schwarz

e nv(D) <1—05(D) for any D € Q,,.
D U(A) =0 = ) (1-02(Ar) = oo
k=

1 k=1
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Improving a result of Schwarz

e nv(D) <1—05(D) for any D € Q,,.

D U(A) =0 = ) (1-02(Ar) = oo

e
k=1 k=1

Consider the case Ay = A for each k, where

A =

Nl O N+

BN =
ISR

Then A € Q,, v(A) =0, and the singular values of A are 1,1/2 and 0 so
that 1 — 02(A) =1/2.
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