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**Abstract**

The design of technologies with particular sets of affordances for user action reflects and embeds particular socio-political values in the technological artefacts themselves. In relation to networked communication technologies like the internet, design values of openness and decentralization accord with the hegemonic value of freedom as an inherently positive social and political concept. Yet freedom is also an elastic concept that contains the possibility for the freedom of powerful interests to exert controls – technological, state, and legal – over the very networks designed to facilitate freedom. This article reviews how such controls are made manifest, with a particular focus on the role of technology design, in the areas of surveillance, censorship, and intellectual property. It then concludes by addressing how such controls might be resisted using the affordances of open and decentralized networks. The interplay between freedom and control in communication networks is crucial for the construction of contemporary modes of citizenship, publics, and participation.
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**Introduction**

The study of technology design from the point of view of values or ethics highlights how design builds particular affordances into technologies that both enable and constrain certain actions. In June 2013, for example, a story in the *Guardian* exposed the extent to which the Obama administration has mobilized social media and other networked platforms in a massive program of state-sanctioned surveillance.[[1]](#footnote-1) Through the program, code-named Prism, US government agencies the FBI and the NSA had been shown to be tapping directly into the servers of nine major internet companies, Microsoft, Yahoo, Google, Facebook, PalTalk, AOL, Skype, YouTube, and Apple, in order to retrieve a variety of personal information including audio, video, photographs, e-mails, documents and connection logs that enable analysts to track a person’s movements and contacts over time. In many instances, the internet companies that had designed their platforms to encourage a dispersed web of interpersonal communication actively cooperated with government demands for information by facilitating the FBI’s and NSA’s backdoor access to corporate servers.[[2]](#footnote-2)

The story of the Prism program shows how technologies resting on a network infrastructure that was designed to enable decentralized, open communication and freedom of expression also feature affordances that enable centralized control to take advantage of that fact, exploiting the popularity of networked platforms by using them to gain entry into people’s private lives. In addition to surveillance as a central dimension to network power dynamics, we might add the dimensions of censorship and intellectual property as forms of technological control. These three dimensions provide salient examples of how power works through design in often competing and contradictory ways, where intended values are shaped to some degree by technology designers, but then get appropriated by uses representing both ends of the political spectrum. This tension between freedom and control across both the design and implementation of communications technologies implicates competing values that in turn shape processes of public debate, participation, and citizenship. As we will argue, interests seeking to enforce greater mechanisms of control through contemporary networked technologies typically represent the government-corporate nexus of neoliberal political power, while alternative groups and individuals have attempted to reaffirm the decentralized and open characteristics embedded in the original design values of communications networks as networks of resistance.

**Technology design and power**

The base assumption of this paper holds that technology design is both the product of power relations – something, as Leonardi & Barley argue, that ‘arises out of conflict and negotiation among groups with diverse interests in the technology’s development’ (2010: 19) – as well as a strategic site of social and political struggle. Design is a mixture of knowledge, science, interests, power, capital and ideology, or ‘a function of interconnected social, cul­tural, technical, and economic factors’ (Flanagin *et al*. 2010: 180). Simply stated, ‘technology design’ can be seen as the ways that technological artefacts are shaped by programmers, engineers, and designers, working under the impact of market and governmental forces, in order to perform specific tasks. In this shaping, the technologies take on certain affordances that enable some uses and constrain others (Gibson 1977; Norman 1988), often in contradictory ways. Noble calls this the ‘double life’ of technology, ‘one,’ he says, ‘which conforms to the intentions of designers and interests of power and another which contradicts them – proceeding behind the backs of their architects to reveal unintended consequences and unanticipated possibilities’ (1984: 324-5).

To use the example of the internet, interoperability is a technical design feature that illustrates how values get invested in a particular technology. The internet’s technical design supports interoperability – which is the capacity for different systems to communicate with one another and exchange information – by following a standardized set of protocols for exchanging that information. The Transmission Control Protocol/Internet Protocol (TCP/IP) system is the network standard that combines packet switching at the connection-oriented layer (TCP) and at the internetworking layer (IP). A packet is a unit of information, which TCP/IP transmits as part of carrying out the functions of the internet’s most popular applications, such as the web, e-mail, peer-to-peer file sharing, and media streaming. Because TCP/IP offers reliable data transmission and is the network standard, it supports innovation that can make use of its relatively simple information transfer capacity within more complex applications. The interoperability facilitated by TCP/IP is intended to bolster innovation but not necessarily to direct the specific functions designed onto it: so for example, interoperability has made peer-to-peer file sharing possible, but also makes possible new forms of internet filtering. Interoperability thus facilitates innovation but also enables further control to be applied to the network through filtering and surveillance technologies, for example (Flanagin *et al*. 2010).

Similarly, the end-to-end structure of the internet both supports openness and decentralization, but leaves open the possibility for interference (Blumenthal & Clark 2001: 73). End-to-end means that while information travels through the network, as facilitated through interoperability that allows that information to be transferred across different platforms and systems, the application-specific functions that enable the information to be used and manipulated reside at the endpoints of the network rather that at intermediary points. So, for example, information does not get altered or transformed while it travels through the network – it can only be manipulated at its origin and destination. End-to-end thus enables information to be transferred more efficiently, since it is not being operated upon at intermediary nodes during transmission, and also supports a distributed network where only the end hosts need to process the information packets into their complete and correct form. The essential value embedded in the end-to-end design is network neutrality, where the network itself does not exert functions onto information as it travels. One key affordance of a neutral or ‘dumb’ network includes the decentralization of power (Lessig 2006: 111), but increasingly, interventions into this neutral network such as deep packet inspection – where packets of information can be examined (if not altered) in order to discern their contents – have allowed for the tracking of information and other online surveillance practices (Morozov 2011: 221). While these competing affordances show how internet technology can be shaped by its uses, they also show that those uses are partially envisioned by the designers of the network.

One of key values embedded in a decentralized vision for networked technology accords with a dominant social ideal of the late twentieth century: freedom. As Polanyi (1944) characterized the meaning of freedom in a complex society, the concept grows increasingly contradictory and fraught as it becomes more central to political justifications. He noted that while freedom has the connotation of being inherently good, its effects can also be negative for society at large, such as in ‘the freedom to exploit one’s fellows’ and ‘the freedom to keep technological inventions from being used for public benefit’ (Polanyi 1944: 164, 169). In Western countries, such as Canada and the United States, the notion of “freedom of the press” has been historically instrumentalized by private interests to support the consolidation of highly concentrated, convergent oligarchic media markets (Sénécal 1995; Bagdikian 2004; McChesney 2004) In this sense, ‘freedom’ serves as an elastic concept, one that can be mobilized for better and worse purposes. The role of freedom in the design of networked technologies attests to the value’s potential ambivalence: technology design may create certain affordances to protect freedom (of choice, or of expression, for example), which only end up compromising that freedom through enabling new forms of control. Thus, the impact of this version of freedom as a guiding design value is that open networks can serve as platforms for diverse interests, including, paradoxically, interests that seek to control those platforms and constrain the communicative freedoms of their users.

**Control in communication networks**

Lessig’s *Code, Version 2.0* (2006) is one of the key texts describing the relationship between values and the internet’s design, including how designed values of openness and flexibility are currently being threatened by various forms of control. Lessig details how the internet has grown increasingly regulable through changes to its design prompted by pragmatic commercial imperatives. These changes include increased identification rather than anonymity, which compromises many individuals’ rights to express themselves freely without persecution under situations like authoritarian regimes (Branscomb 1994: 1646). Identification typically gets enacted by cookies that track specific users’ behaviours online for marketing purposes. Commercially driven innovations in this area include the way that companies like Microsoft are working to build an ‘identity layer’ onto the web. Such a layer would consolidate existing tools for identification, such as the use of the security protocol in the Secure Sockets Layer (SSL) to protect connections to public sites, into an entire identity metasystem that would blanket all web activity.[[3]](#footnote-3) Moreover, greater ability to look into packets of information sent over TCP/IP protocol through deep packet inspection and filtering means that not only users’ identities, but the content of the networked data can be tracked, as in the Prism surveillance program. Finally, geolocation abilities enable a specific location of online activities to be pinpointed. Countering the values embedded in end-to-end design that promote network neutrality, these changes reflect values that are in the private, rather than public, interest, encouraging closedness and identification as opposed to openness and anonymity (Lessig 2006: 111, 71). This change in the values underlying internet architecture is crucial because code comes with certain affordances for user behaviour and by extension citizenship: ‘The code embeds certain values or makes certain values impossible’ (Lessig 2006: 125). As such, the book concludes that increasing regulation of internet through closed or proprietary code introduces detrimental levels of control that will not likely be curtailed by legal mechanisms, given a neoliberal political climate where the courts tend to interpret legislation conservatively in the interest of powerful corporate actors.

Working from Lessig’s account, we frame controls as those interventions into communications networks that are applied in order to restrict the range of their uses according to the interests of powerful authorities. These controls are of three main types:

1. Technological control, established upstream by manufacturers and software developers with the goal of limiting the functionality of technological devices to a range of desired uses;
2. Legal control, by the development or implementation of a regulatory regime criminalizing or penalizing deemed illegitimate uses of digital media technologies;
3. State control, by surveillance and monitoring, harassment and repression (Landry 2012).

These three types of control often intersect, as can be seen in the following set of dimensions that further illustrate what we identify as the role of technology design in controlling the uses of communication networks according to hegemonic neoliberal values.

**Dimension 1: Surveillance and security**

As outlined at the beginning of this article, surveillance through networked technologies is a major consequence of the proliferation of these technologies within all aspects of everyday life. Through tracking technologies on the internet and in specific web platforms like Google and Facebook, people both willingly and unknowingly share personal information that gets compiled into massive databases for both commercial uses, such as target marketing (Turow 2012), and governmental uses, such as homeland security (Regan 2004). The design of secure systems often involves using the network’s open architecture as a platform for surveillance in the name of enhanced security (Kroener & Neyland 2012; Nojeim 2010: 120). Surveillance practices work not only to access people’s information, but to sort and classify populations in order to manage them in a process called ‘social sorting’ (Lyon 2002). Social sorting denotes how, in being accessed through surveillance, information is used to classify populations – for instance, by gender, race, age, or other axes of identity. Technology ‘sieves and sorts for the purposes of assessment, of judgment’ (Lyon 2002: 20), and so works as a disciplinary measure that individualizes risk. Since the stated purpose of surveillance is to ensure security by pinpointing potential risks, social sorting achieves that by assigning risk values to individuals within a population – thus shoring up institutional power – mainly through the centralized processing of information that is cross-referenced among databases into a single, consolidated sorting system. The contribution of computing in this scenario can be summarized in its reinforcement of the social power of information; data can be transferred, stored, and reconfigured in ever more fast, enduring, and sophisticated ways: ‘Computer codes are thus extremely important for the ways that surveillance works. In a strong sense, surveillance systems are what are in the codes’ (Lyon 2002: 23). The codes, in turn, serve to redefine the meaning of contemporary citizenship in a society organized through endemic surveillance.

The result of new configurations of surveillance as social sorting is that internet technology has not necessarily facilitated the open space that techno-optimists may have envisioned (e.g., Lévy 2002; Toffler 1980; Negroponte 1995). Instead, it has supported the creation of a series of proprietary walled gardens, within which private interests have exercised unprecedented powers of surveillance and control (Lyon 2002). Particularly given the popularity of Web 2.0 technologies, where the disclosure of personal information is a necessary precondition for using the service, surveillance or ‘dataveillance’ practices form the central mechanism for profitability (Orito 2011). Facebook is a prototypical example of Web 2.0 dataveillance, where, rather than overseeing the movement of people’s bodies in physical space, surveillance systems oversee the movement of people’s personal information through networked technologies employed toward the economic goal of profit making. The challenges to citizenship posed by Facebook dataveillance in particular and Web 2.0 surveillance in general include: the complexity of the terms of use and privacy policies; digital inequality; lack of democracy; the commercialization of the networked communication; the advancement of market concentration; the attempted manipulation of needs through target marketing; the limitation of the freedom to choose, the unpaid value creation of users; and the lack of transparency (Fuchs 2011). When this kind of voluntary ‘personal mass dataveillance’ is added to the surveillance possibilities of computer networks in general, it highlights how design decisions can create a significant shift in social arrangements, public spaces, and participation. Perhaps more explicitly than anyone else, Facebook CEO and founder Mark Zuckerberg has linked design, value, and power in social media when he claimed that privacy is no longer “a social norm,” arguing that “people have really gotten comfortable not only sharing more information and different kinds, but more openly and with more people” (Barnett 2010). The influence of design in this scenario is especially crucial when considering the fact that most users do not typically alter default settings. So even when there are available settings for increased privacy in the network, most users will not change them, leaving the defaults as ‘de facto regulation’:

[...] default settings about Web browser cookies and RFID chips will determine what personal information is shared by users and what is private. Similarly, default settings for filtering technology from Web browser content ratings to television’s V-Chip surely play a significant role in the overall flow of communications [...] This is another case where attention must be focused on default settings provided by manufacturers, or deference to third parties, co-regulation, or ‘individual freedom’ is really deference to software designers and a way of not talking about a technological and political decision with important consequences. (Shah & Sandvig 2008: 43).

The gatekeeping or regulatory function of defaults is significant not only with respect to privacy, but also in terms of internet freedom more broadly, where preset defaults can potentially restrict access to certain content or services. When information is thus protected within proprietary spaces, it becomes increasingly difficult for individuals to understand decision making processes that bear upon their rights as citizens.

**Dimension 2: Censorship and freedom of expression**

While networked technology offers more access to information and potential for freedom of expression with its end-to-end network structure, those freedoms are matched with new forms of control that enact new programs of censorship. Reflecting the inherent ambivalence of network freedom, this control through both design and legislation can subvert the initial openness of the network, but can also be countered by participatory design that preserves decentralization:

[...] free speech values – interactivity, mass participation, and the ability to modify and transform culture – must be protected through technological design and through administrative and legislative regulation of technology, as well as through the more traditional method of judicial creation and recognition of constitutional rights. Increasingly, freedom of speech will depend on the design of the technological infrastructure that supports the system of free expression and secures widespread democratic participation*.* (Balkin 2004: 6)

Free speech values can thus be protected or threatened through technology design, in concert with legal and regulatory frameworks. The potential benefits of internet technology for free speech include making the dissemination of ideas cheaper, making it easier to cross geographic and cultural borders, and making it simpler to modify information (Balkin 2004: 13; Fogelman 1999).

While, as Balkin notes, legal frameworks for regulation must enact measures to protect the freedom of populations, legislative action is not the only regulator of networked communication. As Lessig has famously characterized, ‘code is law’: meaning that code or the architecture of systems is the often unseen but salient regulator of how freedoms can be exercised (Lessig 2006). Since technology design embeds certain values by creating particular affordances for human action, ‘we can build, or architect, or *code* cyberspace to protect values that we believe are fundamental’ (Lessig 2006: 6, emphasis in original). In relation to freedom of speech online, UNESCO’s Division for Freedom of Expression, Democracy and Peace commissioned a report to examine the situation of free speech online since the first World Summit on the Information Society (WSIS). This report suggests that technological design is but the starting point for discussion of freedom of speech; larger changes happening in law and regulation are modifying the potential of the technology (Dutton *et al*. 2011; see also, Deibert *et al*. 2010; Zittrain 2008). Legal and regulatory provisions, such as those for protecting children or for harmful content, put online freedom at risk in three dimensions: obstacles to access; restrictions on user rights; and limitations on content (Dutton *et al*. 2011: 8). These policy considerations also come with new technological solutions for controlling freedom of expression online through a number of strategies including: age verification systems; content ratings; gatekeeping by cultural institutions (such as cultural and arts centres, museums, libraries, archives, information and documentation centres, etc.); filtering systems that look for blocked information rather than enacting the blocking themselves; and the moderating services of information professionals and providers (Culture Committee 2011: 5).

Controls such as filtering technologies – which determine what kinds of content can be delivered through a webpage, email or other means in what is essentially a form of automated censorship – are, in fact, enabled by the very openness of the internet’s technical protocols. The open standards that allow for interoperability between technologies support innovation in various forms, including innovation in online censorship technologies through privately developed filtering algorithms. The values embedded in filtering technologies – which counter the neutrality of information transfer and openness to various kinds of expression – show how proprietary interests, when left unchecked by government regulation, can shut down freedom of speech and operational transparency (DeNardis 2009). For instance, the increasing power of Google as a gatekeeper to online expression and information has ushered in new forms of censorship; Google has infamously facilitated state censorship in China through its search algorithms (Vaidhyanathan 2012). So, while regulation is needed to check private forms of censorship through proprietary standards, many of the international internet governance bodies are under political pressure to increase control for security programs with a stated aim to protect the value of freedom (Deibert 2012).

**Dimension 3: Intellectual property rights**

Intellectual property similarly finds its legal foundations in values of individualism, personal freedom and protection (both moral and material), and entrepreneurship. As an economic principle, it is associated with creation, innovation, and reward for risk-takers in an open, market-based society (Hilty 2012; Benhamou *et al*. 2012). It is a value aggressively advocated by a configuration of sets of interests – economic institutions and public representatives of advanced capitalist economies, lobbies of media producers and distributors, and technological manufacturers – who favour control over collaboration, security over openness, and personal accountability over collective appropriation. Intellectual property defines a particular kind of ‘thievery’ or ‘piracy’ – the illicit access, appropriation or distribution of non-rival goods without the consent of the rights holder. In other words, intellectual property rights implicate a process through which theft is not the deprivation of one’s property but the non-payment of a right of access or use for protected material (Benkler 2006: 38), and thus the concept of property can be seen to oppose other, more communal, values that might more effectively apply to non-rival goods.

For technology designers, both copyright and patents form the main intellectual property mechanisms for code, software, databases, and algorithms (Vaidhyanathan 2001: 153). These legal parameters, established in intellectual property legislation, have a direct bearing on the values embedded in networked technologies. While there has been a number of subsequent legislative moves around digital copyright worldwide,[[4]](#footnote-4) the most prominent example of this influence can still be seen around the impact of the US Digital Millennium Copyright Act (DMCA), the agenda-setting legislation passed in 1998 based on the World Intellectual Property Organization (WIPO) Copyright Treaty (Vaidhyanathan 2001: 160-3).

In one of its most controversial aspects, the DMCA reversed existing copyright law, where the ability to make copies for certain uses was protected by fair use and other uses were determined through the court system, by enabling companies to place digital locks on their content and then criminalizing any circumvention of those locks. The specific wording of the DMCA legislation’s anti-circumvention clause, which contains four main elements – a prohibition on circumventing digital locks; a ban on devices that circumvent digital locks; a ban on devices that circumvent copyright protection more generally; and a prohibition on the removal of copyright information – states: ‘No person shall circumvent a technological measure that effectively controls access to a work protected under this title’ (*DMCA*, Sec 1201.(a).(1)(A)). For technology design, this means that a ‘technological measure’ – digital locks – overrides the right to fair use. In other words, specific expressive practices – remix, mash-up, culture jamming to name a few – are anticipated and prevented with the support of the law, notwithstanding the legal and moral consideration accorded to the principle of freedom of expression, with which such practices are closely associated. The popular backlash to the DMCA’s restrictions might be seen to have conditioned the recent reforms to Canadian copyright law, where non-commercial remix practices as well as some small-scale circumventions of digital locks are allowed. Yet, the law retains a broad anti-circumvention provision that is among the most restrictive in the world, which evidences the impact of media conglomerates’ lobbying power throughout the lengthy process of copyright reform attempts in Canada since the early 2000s (Geist 2012). The story of the DMCA’s implementation and continued influence thus reflects a neoliberal imperative for policymakers to support private interests, most visibly due to the lobbying efforts of cultural industry associations, in the name of economic growth through technological progress (Gillespie 2007).

As the key component of contemporary copyright, the anti-circumvention provision highlights how technology design embeds particular values. In this case, the focus of the law has switched from the regulation of copying to the regulation of technological design by attempting to control copy-making at the level of the technology, using encryption (Gillespie 2007). The encryption of software or digital content using digital locks – also known as Digital Rights Management (DRM) – represents a technical implementation of the commercial imperative to thwart copying and sharing. But this technical ‘solution’ requires a whole political, economic, and cultural assemblage to support its functioning, for example, the legal provisions around the circumvention of digital locks. This assemblage shows how technology design functions as part of the broader infrastructure or ecology of networked communication. What the current configuration of this ecology has done to digital culture, including not only content industries but software and design industries, is to ‘seriously undermine fundamental public commitments to personal privacy and freedom of expression’ (Rimmer 2007: 171). This threat is especially widespread due to the nature of the internet’s design, where making copies – something that is now legally suspect – is in fact an automatic process in the TCP/IP packet switching protocol of the network (Vaidhyanthan 2001: 152). In this context, the pre-emptive function of digital locks punishes people before they have even engaged in directed piracy, by preventing them from copying at all, even when that copying is an automatic aspect of the network or when it is done for purposes protected under enshrined rights to fair use (Gillespie 2007: 255). As an extreme piece of legislation, the anti-circumvention provision shows how fundamental freedoms can be curtailed through a combination of design and legal mechanisms that serve powerful private interests.

In these three contexts – surveillance, censorship, and intellectual property – where private and government actors are aligned in the pursuit of increasing control over information networks, citizen interest in maintaining the positive, democratic values of freedom will need to be channelled into participatory technology design, along with activism that targets legal and state controls over technology.

**Resistance by design**

So far, we have outlined how technology design works among the technological, state, and legal controls affecting the expression of freedom in communications networks. These three forms of control are, in turn, resisted in three sites: in policy settings, where the rules shaping them are defined, debated and challenged; in the judicial sphere, where competitive norms that determine legal, acceptable and desirable uses of media technologies are weighed against each other; and in technology itself, in the code and hardware of devices. For each of these settings, the issue of access is crucial. This includes access to code and the tools needed to reconfigure technology (in order to facilitate subversion, resistance, and protest), access to venues where norms are defined and implemented (mostly legal institutions and courts), and access to the political settings where specific interests shape norms and define what is meant by the ‘public interest.’ Actions of resistance to the governance of media technologies can thus be framed in terms of their opposition to certain ‘formal as well as informal strategies, underpinned by particular political and economic interests, that shape the emergence of mechanisms designed to structure the direction of and behaviour in media environment’ (Freedman 2008: 23).

While, at some levels, the openness of the internet means that its infrastructure can be adapted for both democratic and repressive applications (Paré & Desbarats 1998), there are also certain core values embedded in that very openness. The fact that the internet affords openness points to these values, which are fundamentally democratic in that they reflect ideals of universality, free expression, and open access. Yet the expression of these values is modified by both legal and regulatory influences and further design developments (Spinello 2002). Feenberg has famously characterized this relationship in terms of modern rationality, where the pockets of ambivalence in technology design need to be explicitly addressed through democratic politics in design itself (Sikka 2011: 103). The main challenge to such democratization of design, also framed as an ‘ethical use of code’ (Spinello 2002: 232), is posed by the current political economy of media and communication systems. In a landscape where the design of networked technology and platforms is undertaken primarily as a function of late capitalist media conglomerates, ethical design tends to be overpowered by proprietary models that erode the internet’s capacity for democracy (McChesney 2013).

The asymmetrical power exerted over networks by private interests in late capitalism has been the focus of considerable work in critical communication studies (e.g., McChesney 2013; MacKinnon 2012; Morozov 2012; Castells 2009; Strangelove 2005; Spinello 2002; Lyon 2002). Reflecting early critiques of the culture industry by Critical Theorists, the internet under capitalism has been framed as an instrument that stifles critical thought, cultivates social anomie, and dulls individuals into seeking comfort and meaning through mindless consumption (McChesney 2013). Corporate power has been likened to authoritarianism (Morozov 2012), where regimes of ‘Facebookistan’ and ‘Googledom’ control their netizens through a kind of privatized political power (MacKinnon 2012). The story of companies like Google, Yahoo, Microsoft, and Facebook assisting the US government’s online surveillance program attests to this:

Internet companies around the world face mounting pressure from governments not just to block websites but to delete a wide range of content from the Internet completely, as well as track what their users are doing so they can be prosecuted or cut off if they do anything illegal. (MacKinnon 2012: 93)

In such a neoliberal configuration, the openness of the internet is compromised not only by controlling information flows, but by demarcating territorial boundaries onto the network according to state power (Spinello 2002: 2). The drawing of such boundaries threatens the democratic and participatory values embedded in open network technologies, and thus requires the dedication of designers – in addition to traditional policy activists – to maintain openness and protect internet freedom.

Designing systems expressly for democratic communication is a key component of stemming the negative effects of corporate and governmental control over the network. Free and open source software (F/OSS) communities have been exemplary in this regard, serving as a critique on proprietary regimes and an alternative to markets and hierarchy (Dizon 2010: 136). Through democratic principles of participation rather than governance, the F/OSS movement offers a resistant model for the design of technologies, the legal parameters of intellectual property, and even the use of technologies, as guided by values such as reciprocity, publicity, transparency, and accountability (Dizon, 2010: 139). The influence of F/OSS’s success can be seen in various projects for open and participatory system design, particularly with marginalized communities in the developing world (e.g., Fernández-Baldor *et al*. 2009; Srinivasan 2007). Empowering users to get involved in design processes, by making them more transparent and open for sharing, facilitates democratic system-building that is specific to local contexts and thus effective for enhancing community engagement (Srinivasan 2007: 724-5; Anderson & Bishop 2010), and also freedom (Fernández-Baldor *et al*. 2009: 19).

The process of designing as well as the system being designed both have a bearing on the democratic freedoms of specific communities. When these communities are expanded beyond the local to mobilize dispersed populations through Web 2.0 platforms, for example, the design of that participatory architecture is likewise influential on what kinds of freedoms can be enacted (Kavada 2009). While it is important to keep in mind that rather than determining people’s behaviour, design facilitates it through affordances (Kavada 2009: 38), network design still exerts considerable pressure on freedom and power (Benkler 2011). In the network, freedom means the degree to which entities in a given network can ‘influence their own behaviors, configurations, or outcomes (exercise freedom) and be immune to the efforts of others in the network to constrain them (be subject to their power)’ (Benkler 2011: 726). Given this definition of freedom as both agency and the absence of restrictions, philosopher de Sola Pool’s prescient book, *Technologies of Freedom* (1983), offers an apt vision of network freedom as simultaneously facilitated by the shape of decentralized networks and threatened by the constraints of capitalism and the nation-state.

While designing technologies for democracy works well as a ground-up strategy for implementing new communication systems in local and dispersed communities, most of the dominant network systems currently in use reflect the influence of increasingly privatized and centralized controls. In this climate, where designing entirely new systems is not necessarily feasible for those with marginal economic or political power, design has been used to subvert hegemonic control through hacktivism or ‘electronic civil disobedience’ (Gillespie 2007: 258). Tracing its roots to the same hacker culture that underlies the F/OSS movement, hacktivism involves using technical hacks to get around centralized system controls. For example, in relation to intellectual property rights, hacktivists have found ways to break encrypted locks on digital goods such as e-books (Postigo 2012). Through hacking, decryption, and manipulation of the code that defines DRM itself, hacktivism has, in many instances, allowed individuals to successfully re-appropriate the freedoms that have been stifled by copy-protection technology:

[...] the practice of designing and distributing technologies that may, for example, circumvent copy-protection measures or work around existing paradigms for content distribution can be carried out by individuals and is not limited to organizations (a point that in itself is significant). (Postigo 2012: 8)

Indeed, hacktivism offers individuals the power to disrupt system architectures, a power that is typically only accessible for larger organizations. Yet, when hacktivists do organize, their impact is potentially even greater, as in the case of a group like Anonymous, which has hacked major government and corporate websites in opposition to censorship and surveillance (Coleman 2011). Another example of organized hacktivism is Wikileaks, which has used hacking to access and publish secret government cables, making institutional politics transparent as part of democratic ideals of access to information (Benkler 2011).

The practices of hacktivism reflect not only its origins in the hacker ethos of early computer programmers, but also their contemporaries participating in 1960s and 70s civil protest movements in the US. The term electronic civil disobedience directly references this genealogy, where digital liberty is framed in relation to citizenship and human rights (Ziccardi 2012). In this formulation, technology design works as a tool to help people resist oppression, among other tools of liberation employed by activist groups, the scientific community, and spokespersons (Castells 2009: 321). The important feature of networked technology, among these other tools, is that it is largely accessible and efficient for political organizing: ‘every individual may become a part of a larger system that seeks to oppose the status quo, using the tools offered by the digital world’ (Ziccardi 2012: 81). Especially because the internet by its initial design is an open, end-to-end system, it offers the potential to subvert centralized systems set up by oppressive governments or capitalist scientific management (Strangelove 2005: 164-5; Dourish 2003; Galloway 2004). Yet, while the openness of the network enables internet technology to function as a tool for resistance, it requires an infrastructure of activism to direct collective organizing:

There are so many other factors, especially those grounded in the territory and in the human beings inhabiting it, that are considerably more decisive in guaranteeing the success or failure of actions of protest and civil disobedience. Technologies today can certainly be a facilitating factor in revolution, but only when guided by the hearts, brains, and concrete actions of the activists who put them to use. (Ziccardi 2013: 163)

**Conclusion: the work of freedom**

Any technology, not only the internet and contemporary communication networks, is situated within a specific time and place, reflects the ideas of its makers and its social context, and is applied according to diverse and conflicting interests. Yet it remains difficult to tease out the competing value systems that guide technological development, and not least because of the semantic plasticity of values as concepts that get defined, used, and appropriated in multiple and often incompatible ways. The fundamental ambivalence of freedom as a key value for technology design attests to this fact, where the effects of design intermingle with the effects of use to produce technological artefacts as fundamentally socio-technical. The internet’s original design as an end-to-end network that decentralizes control over the transfer of information, for example, embeds the values of openness, flexibility, and generalizability, but in so doing, leaves the possibility or freedom for powerful interests to exert various forms of control over the network. So while technology design serves to shape the possibilities of democratic communication over network infrastructure, it does not do so without competing interests in design values.

The practice of designing is thus an exercise in power, where design as a political process both resists and reproduces existing power relations. Governments’ and corporations’ influence over design practices and design values, when accompanied by an attendant lack of public transparency, threatens to erode democratic freedoms, ideals of citizenship, and human rights by exploiting the openness of the internet’s architecture. Paradoxically, it is the very openness of that architecture that affords the design and implementation of new forms of control, just as it affords new forms of resistance. This article has looked at values in technology design – especially the value of freedom – in relation to democratic communication, surveying the forms of control and resistance at play in areas such as surveillance, censorship, and intellectual property. While each of these areas illustrates the interplay between government, industry, and public interests at stake in the design of technological systems, it also shows an overall trend toward increased control and centralization of networks and code. Avenues for resisting this increased control through design include designing systems for participatory democracy, and using them for hacktivism or electronic civil disobedience. These avenues for resistance, along with more traditional activism in areas such as legal and policy reform, are important to study further in order to stem the threats to democratic freedoms posed by the tightening of information control. As such, we conclude with the proposal that ethical or values-based work in technology design critically interrogate affordances not just from a user perspective but from a broader social and citizenship perspective. Amid ever more pervasive systems for control, it is urgent that we reconsider the values underlying our seemingly neutral everyday communications technologies.
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